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1 Introduction and Overview

There is a very general schematic principle that a lary predicate ‘F’ might satisfy, a
principle that would arguably reveal to us something very interesting about being F'. If
RY is a particular (reflexive, symmetric but possibly non-transitive) relation of closeness
along a dimension of comparison relevant for being F', the no-sharp-boundaries principle
can be expressed as:

(N) For all o, y such that z R¥s y and y is otherwise qualitatively identical with = (at
least as far as dimensions of comparison relevant for being F' are concerned), it is
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negation of the major premise of the Sorites paradox—elicits incredulous stares, but, puzzlingly enough,
almost no theorist who so stares dares to accept even so much as that epistemicism is false—that is,
dares to accept the major premise of the Sorites paradox. In this paper, I propose to do just that by
going beyond naive credulity and reflecting instead on several points of theoretical and practical progress
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the 3" Navarre Vagueness Workshop in Granada; in 2015, at the LanCog Metaphysics, Epistemology,
Logic and Language Seminar (University of Lisbon). I would like to thank all these audiences for very
stimulating comments and discussions. Special thanks go to Zachary Barnett, Maria Cerezo, Richard
Dietz, Patrick Greenough, Rosanna Keefe, Dan Lépez de Sa, Sebastiano Moruzzi, Diana Raffman, Fiora
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to this volume and for their patience throughout the process (they have experienced on their skin the
claims of subsection 2.2). At different stages during the writing of the paper, I have benefitted from an
AHRC Doctoral Research Fellowship, from a Jacobsen Fellowship and from the FCT Research Fellowship
IF/01202/2013 on Tolerance and Instability: The Substructure of Cognitions, Transitions and Collections
(TT), as well as from partial funds from the project CONSOLIDER-INGENIO 2010 CSD2009-00056 of the
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not the case that [z is F' and y is not F].}2
For example, a plausible instances of (N) is:

(Nhigh) For all mountains z, y such that = is at most one nanometre either higher or lower
than y and y is otherwise qualitatively identical with x (at least as far as dimensions
of comparison relevant for being high are concerned), it is not the case that x is
high and y is not high.?

Before proceeding further, two important remarks concerning (N) and my understand-
ing of it should be made. Firstly, (N) has almost universally been thought to be inconsis-
tent with the (virtually undeniable) assumption that there are both positive and negative
cases of being F' that, while differing along the R-relevant dimension of comparison,
are otherwise qualitatively identical (at least as far as dimensions of comparison relevant
for being F are concerned).? The inconsistency is supposed to be revealed by the kind

!The qualification ‘y is otherwise qualitatively identical with z (at least as far as dimensions of com-
parison relevant for being F' are concerned)’ is intended to take care of the so frequently occurring
phenomenon of multi-dimensionality—that is, of the fact that the correctness of the application of many
predicates to an object depends on the object’s location along at least two distinct dimensions of compari-
son. For example, the correctness of the application of ‘bald’ to a man depends not only on the number of
hairs on his scalp, but also on their distribution, density, thickness etc. Because of multi-dimensionality,
the unqualified no-sharp-boundaries principle to the effect that it is not the case that [a man is bald and
a man with one more hair on his scalp is not] is, strictly speaking, false: a man with an in-principle
sufficient number i of hairs, widely distributed, homogeneously dense and appropriately thick counts as
not bald, whereas a man with an in-principle sufficient number ¢ — 1 hairs so poorly distributed as to
cover only half of his scalp, so heterogeneously dense as to leave a hairless circle in the middle and so thin
as to be invisible counts as bald. Therefore, unqualified no-sharp-boundaries principles like the one just
mentioned apply straightforwardly only to uni-dimensional predicates—in the case of multi-dimensional
ones, a no-sharp-boundaries principle applies on a particular dimension of comparison only under the
supposition that the values on the other dimensions of comparison are held constant. Hence the need for
the qualification ‘y is otherwise qualitatively identical with z (at least as far as dimensions of comparison
relevant for being F' are concerned)’ (where ‘otherwise’ is also supposed to take into account possible
adjustments on other dimensions of comparison required by the difference on the RF-relevant dimension
of comparison). Having noted all this, henceforth, I will usually set these “niceties” aside (scare quotes
needed in view of what emerges in fn 21).

2At some places, I will more conveniently take (N) to have as its embedded consequence the material
implication ‘If x is F, y is F’ rather than the negated conjunction ‘It is not the case that [z is F' and
y is not F]’ (I assume that the two are fully intersubstitutable). I will also assume that, in order to
establish that material implication, it is sufficient to establish, under the supposition that z is F, that y
is F' (conversely, throughout, I further assume that material implication satisfies modus ponens). Thanks
to an anonymous referee for discussion of some of these issues.

3Throughout, I follow the policy of referring to an instance for a specific predicate of a schematic
principle by superscripting the predicate to the label of the principle (in the case of (N), sometimes
leaving it to context to make clear what, in the relevant instance, R is supposed to be).

4There are, as always (hem...), exceptions (see e.g. Unger [1979]). I only note that none of the
arguments I will give in favour of (N) is in the least congenial to the denial of the assumption. (Nor are
they particularly congenial to denials of (N) that, instead of the real thing, offer some pale imitation, like
the claim that the relevant instances of (N) are, while false, analytic (see e.g. Sorensen [2001], pp. 57-67)
or the claim that they are, while false, satisfied by every contextually salient object (see e.g. Fara [2000]).)
Thanks to Ricardo Santos for raising this issue.



of argument long known as ‘Sorites paradoz’. 1 have shown in Zardini [2008a]; Zardini
[2008b]; Zardini [2009]; Zardini [2014a]; Zardini [2016b] that a satisfactory weakening of
the logic exists in which (N) is consistent with the existence of the relevant positive and
negative cases (in a nutshell, such weakening basically consists in imposing certain kinds
of restrictions on the transitivity of the consequence relation; see Zardini [2015a] for a
general philosophical discussion of non-transitive logics). In the following, I will argue
that we do use some of our predicates so as to satisfy (N)—or, at any rate, that such use
is a necessary condition for achieving some important theoretical and practical purposes.®
As a consequence of the logical point just mentioned, I will neither accept nor in fact
even consider the in-principle objection to my arguments to the effect that they must be
wrong [since our use of the predicates in question is consistent—or since no important
theoretical or practical purpose requires an inconsistent theory—whilst (N), together with
the assumption mentioned above, would breed inconsistency]. It just needn’t be so.

Secondly, what I propose to do in this paper is to investigate whether giving up (N)
is a viable option in our theoretical and practical life. In this regard, I should note that
I'm actually much less interested in the categorical, empirical and sociological claim that
we in effect use some of our predicates so as to satisfy (N) than I am in the hypothetical,
philosophical and normative claim that such use would achieve important theoretical and
practical purposes—or, at least, is a necessary condition for achieving such purposes. I
do find the arguments to follow compelling also with respect to our actual use and will
therefore argue for the stronger conclusion, but I will ultimately rest content with simply
showing that such use is fully intelligible, highly valuable and hardly dispensable. Once
its fine architecture and details have been brought out, I hope it will be clear that, even if
it is not our actual use, it is something we should strive to incorporate into our conceptual
repertoire.®

Clearly, (N) bears a very important relation to vagueness. Indeed, the naive theory of
vagueness (defended in my works referenced in the second last paragraph) holds, roughly,
that the vagueness of a predicate consists in there not being a sharp boundary between its
positive and negative cases;’ on this theory, then, satisfaction of (N) is what the vagueness
of a predicate ultimately consists in—what the nature of vagueness is. Suitably developed
and refined, this is the theory I favour. Admittedly, the vindication of such theory is no
simple task, but a crucial part of the dialectic against its rivals consists in exposing the
high costs of giving up the connection between a predicate’s vagueness and satisfaction
of (N).

From the point of view of the naive theory of vagueness, such satisfaction is what
vagueness consists in, and so what (N) is for (the otherwise impossible achievement of

®As will be seen, in many cases where the need for (N) emerges, theory and prazis are inextricably
entangled (for criticism of a different proposal connecting (N) with practical interests, see Sweeney and
Zardini [2011]).

6Those who know me a bit will quickly recognise that some of the material to follow has certain
autobiographical connotations, so that the official “important theoretical and practical purposes” might
actually reflect some idiosyncratic tendencies of mine. If they do, then so be it.

"Thus, throughout, I use ‘sharp boundary’ and its like to mean the kind of thing that (N) asserts the
negation of.



important theoretical and practical purposes to be presently described) is what vagueness
is for. In denying that satisfaction of (N) is what vagueness consists in—indeed, in
denying that such satisfaction is ever so much a necessary condition for vagueness—the
rivals of the naive theory commit themselves to denying that vagueness is conducive to
these important theoretical and practical purposes. Moreover, since it is very plausible
that vagueness would be so conducive if anything were, the rivals commit themselves to
denying that such purposes can possibly be achieved. Therefore, the more valuable these
purposes can be shown to be, the less appealing the rivals will appear. This specific part
of the dialectic is what this paper tries to accomplish, and, granting the success of the
overarching project, what this part would then amount to is an exhibition of the grounds
of the vagueness of a predicate—of what the sources of vagueness are. Let me stress that,
even though I will identify several such sources, the discussion will by no means be meant
to be exhaustive. Other sources of this complex phenomenon wait to be uncovered.

Before embarking in the details of this part of the dialectic, let me stress that it is on
my view akin to the one involving the naive theory of truth. Even though, contrary to
a highly suggestive line of thought put forward by some prominent theorists (see McGee
[1991]; Tappenden [1993]; Soames [1999]; Field [2003]), I do not think that the problems
concerning semantic concepts and those concerning vagueness have a common root (see
Zardini [2011]), I do think that, just as a strong case can be made that nothing short of
the naive theory of truth can do justice to our use of the concept of truth (and related
semantic concepts such as reference, denotation, satisfaction etc.) as picking out a uni-
versal property of representational correctness (not, however, as fulfilling the function of a
universal device of disquotation, see Zardini [2014b]; Zardini [2015b] for some discussion),
an at least equally strong case can be made that nothing short of the naive theory of
vagueness can do justice to many features of our use of vague concepts. This case will be
set out in the following. Indeed, as will be seen, in the case of vague concepts, as opposed
to the case of truth (and related semantic concepts), this strategy can be developed with
respect to significantly different and apparently independent features of our use of such
concepts, which partly explains why sometimes satisfaction of (N) will only be argued to
be a necessary condition for a particular feature of use to achieve its purpose.

The rest of this paper is organised as follows. Section 2 shows what (N) allows us
to think about the world in terms of classifications that are interesting (subsection 2.1),
flexible (subsection 2.2) and easy (subsection 2.3). Section 3 shows what (N) allows
us to experience of the world in terms of slow changes (subsection 3.1) and matching
appearances (subsection 3.2).% Section 4 draws the conclusions that follow from the
specific arguments given for what, according to the naive theory of vagueness, the sources
of vagueness are.

8Each of the subsections of these two main sections thus presents a distinct line of argument in favour
of (N). Also, the stark distinction between the two main sections is partly dictated by presentational
needs: as will be seen, some of the arguments really pertain to both sides.



2 Thoughts Requiring the Absence of Sharp Bound-
aries

2.1 Swubstantial Differences

In this subsection, I want to expand on and generalise a suggestive line of thought first
put forward by Wright [1975] (¢f Wright [1976], pp. 231-232). In considering the high
plausibility of (N) for age nouns like ‘child’, ‘adolescent’; ‘adult’ etc., Wright remarked
that the classifications induced by such nouns “are of substantial social importance in
terms of what we may appropriately expect from, and of, persons who exemplify them”
(Wright [1975], p. 336). He then observed that, on the one hand, “[ijt would be irrational
and unfair to base substantial distinctions of right and duty on marginal — or even non-
existent — such differences” and that, on the other hand, “[o]nly if a substantial change is
involved in the transition from childhood to adolescence can we appeal to this transition
to explain substantial alterations in patterns of behaviour” (Wright [1975], p. 337). On
these grounds, he concluded that, for such age nouns, “very small differences cannot be
permitted to generate doubt about their application without correspondingly coming to
be associated with a burden of moral and explanatory distinctions which they are too
slight to convey” (Wright [1975], p. 337).

I think we can extract from this the following quite general pattern of requirements of
respectively important and unimportant differences that we sometimes impose on being
F'. That is, sometimes:

(ID) We attach importance to being F' rather than falling in some sense short of being
such;’

(UD) We do not attach importance to small differences along the Rf-relevant dimension
of comparison.

Before proceeding to apply this pattern beyond age nouns, it is important to clarify
the function in this dialectical context of the phrase ‘falling in some sense short of being
F’ and its like. In the diverse arena of contemporary theories of vagueness, there are many
different ways in which x can fall short of being F' without thereby being guaranteed to
be not F. The range of ways of being alternative to being F' is wide and well-known:

e Negation of the negation of the proposition that z is F', accompanying rejection'’
or even negation of the proposition that x is F;

9Focus on the (possibly) weaker requirement that we attach importance to being F' rather than
not being such and consequent failure to pay due heed to the stronger (ID) seem to me to flaw the
considerations advanced in Sainsbury [1989], pp. 38-39; Sainsbury [1995], p. 28.

O Throughout, rejection (along with denial, its speech-act manifestation) is understood as an attitude
on a par with acceptance, at least in the sense that it is not presupposed that it entails or is entailed by
acceptance of the corresponding negation (see Parsons [1984]; Smiley [1996]; Tappenden [1999]; Rumfitt
[2000]; Field [2003]; Priest [2006], pp. 103-115 for various arguments in favour of positing this distinctive



e Negation of the proposition that x is unF (where ‘unF” is a proximate contrary of
‘F’), accompanying negation of the proposition that z is F’;

e Negation of the proposition that x is either F' or not F;

e Rejection of the negation of the proposition that z is F', accompanying rejection
that x is F

e Rejection that x is either F' or not F';

e Negation of the proposition that it is true that x is not F', accompanying negation
of the proposition that it is true that x is F' (or negation of the proposition that ‘x
is not F’ is true, accompanying negation of the proposition that ‘z is F’ is true),
and higher-order variations thereof;

e Negation of the proposition that it is definitely (or determinately, or clearly etc.) the
case that z is not F', accompanying negation of the proposition that it is definitely
(or determinately, or clearly etc.) the case that = is F', and higher-order variations
thereof;

e Acceptance that = is F' only to some intermediary degree

and many others.

Relatedly, even better established are attempts at formulating principles that, while
weaker than those licenced by (N), still try to preserve some of the intuitive force behind
them, mostly by also allowing some strengthening of the original supposition that x is F.
Assuming that x RY's y and y is otherwise qualitatively identical with x (at least as far as
dimensions of comparison relevant for being F' are concerned), some such principles are:

o If x is definitely (or determinately, or clearly etc.) F, y is not definitely (or not
determinately, or not clearly etc.) not F' (and their truth-theoretic analogues);

o If = is definitely (or determinately, or clearly etc.) F, y is F' (and their truth-
theoretic analogues);

e [t is not both acceptable that x is F' and rejectable that y is F;

e If z is F' to a certain degree, y is F' at least to a not significantly smaller degree.

attitude). I am actually not at all sympathetic with the philosophical reasons that typically underlie
the failure of that presupposition (as they effectively involve an unlikely attempt at psychologising the
absolutely objective notion of z’s falling in some sense short of being F'), but, for the dialectical purposes of
this paper, it will do no harm and will indeed be useful to work with the notion of rejection so understood.
Thanks to Ricardo Santos for pushing me on this issue.



Even setting aside the question of their (doubtful) dialectical effectiveness in preserving
the spirit of (N) without its alleged paradoxical consequences (see Zardini [2013] for an
argument that such principles are not so effective), such principles will be irrelevant here,
our assumption being just the plain one that = is F', and our question being what follows
from that with respect to y’s being F'.

To conclude this clarification, I will henceforth use the catch-all phrase ‘falling in some
sense short of being F’ and its like for every way of being alternative to being F'. This
alterity between falling in some sense short of being F' and being F' can be understood
to be such that, metaphysically (and so most objectively), x falls in some sense short
of being F iff x fails to be F'; logically (and so less objectively and more subjectively),
x’s falling in some sense short of being F' is inconsistent with x being F'; attitudinally
(and so most subjectively), = falls in some sense short of being F' iff one should reject
that x is F.'' We are now ready to expand on (ID) and (UD) following through their
consequences for the truth of the relevant instances of (N) and also ready to generalise
their range of application to cases beyond age nouns. We will accomplish both tasks in
one go by considering cases of concepts belonging to the realms of thought (both scientific
and ordinary) and action.

Thought. Suppose that x is a dog. Suppose that y differs from = at most for the fact
that one of y’s atoms is in a location that is within a nanometre distance from the location
correlating to the location of the corresponding atom part of . Then it should be correct
to say that y is a dog as well—anything falling in some sense short of this would seem to
draw an arbitrary difference between z’s and y’s animal status based on a difference, such
as the nanometrical displacement of a single atom, that we perceive to be irrelevant for
dogs. Let us elaborate on this. Purporting to be a biological kind, doghood is supposed
to be an objectively distinguished feature of nature (pictorially, to “carve nature at its
joints”). We aim at describing important biological facts by referring to instantiation of
such kind by a living being rather than instantiation of anything falling in some sense
short of it.12 But there is no relevant biological joint to be carved in a nanometrical
difference of one atom’s location: life just doesn’t go that deep. The difference between
being a dog and falling in some sense short of being such is therefore essentially coarse-
grained: at some deeper level of reality, it requires non-minimal differences at that level.
In its thus being a substantial (indeed, big) difference, the difference between being a
dog and falling in some sense short of being such is a difference of many nanometres
and many atoms rather than a difference of one single nanometre and one single atom;™

HUNotice that, if e.g. an epistemic spin in terms of clarity is given to the notion of definiteness, the
relevant way alternative to being F' can, for example, be understood as negation of the proposition that
it is clearly the case that x is not F', accompanying negation of the proposition that it is clearly the case
that x is F' and acceptance that z is, after all, not F.

2Throughout, I often make use of kind- and property-talk. This is only for ease of exposition and
should be considered as ultimately dispensable.

13Thus, every case of falling in some sense short of being a dog falls indeed “quite short” of being such.
Notice that this is not understood to require the existence of a gap between the objects that are dogs and
those that fall in some sense short being such (the whole point of shifting from the property of not being a
dog to the property of falling in some short of being such was precisely to guarantee ezhaustivity!). But it



hence, we have the entailment from an object’s being a dog and another object’s falling
in some sense short of being such to the two objects’ not differing only by a nanometrical
difference of one atom’s location. And this entailment in turn requires that, under the
supposition that x is a dog, we must!'* reject any predication about y entailing that y falls
in some sense short of being a dog,'® and so we must accept that y is a dog.'® (To counter
a likely rejoinder, notice that rejection that y falls in some sense short of being a dog,
accompanying rejection that y is a dog, itself counts—in a typically reflexive way—as one
of the senses in which y can fall short of being a dog: recall that falling in some sense
short of being F' covers every way of being alternative to being F.) Thus, under the
supposition that = is a dog, y is a dog. (N%) follows. (Alternatively, it follows from the
above entailment by an extremely plausible variation on antilogism.)'"

Analogously to Wright’s discussion of age nouns, the irrelevance of nanometrical dif-
ferences for dogs can be made to emerge also from a different angle. We may assume that
x reacted in a certain way'® to the ingestion of a certain pill because z is a dog.'® But,
certainly, it is not the case that x reacted in that way because x’s atoms are arranged at

does show that the difference between being a dog and falling in some sense short of being such, although
a difference of contradictories, shares with differences of contraries the feature of requiring non-minimal
differences along the relevant dimension of comparison (a feature that a difference of contradictories is
usually supposed not to have). The operation of falling in some sense short (and, a fortiori, the operation
of negation) facit saltus.

l4Here as well as at the other relevant places, in the strong sense of ‘must’ licenced by entailments,
and so in the sense in which it is not the case that, under the supposition that one has a ticket of a fair
lottery with, say, 1,000,000 tickets, one must accept that one will not win the lottery.

15 Abstractly, the reasoning in question goes from ¢ (‘o is a dog’) and ¥ (‘y falls in some sense short of
being a dog’) entailing x (‘z and y do not differ only by a nanometrical difference of one atom’s location’)
to its being the case that one must reject ¢ under the supposition of ¢ and —y.

16Can we not then further develop this reasoning to the effect that, further supposing that z differs
from y at most for the fact that one of z’s atoms is in a location that is within a nanometre distance
from the location correlating to the location of the corresponding atom part of y, we must also accept
that z is a dog? Because what underlies the reasoning is the entailment emphasised in the last sentence
in the text, whether the reasoning can be so developed will depend on the logic governing the entailment.
In particular, the reasoning cannot be so developed if the logic governing the entailment is the kind of
non-transitive logic referenced in section 1.

17 Abstractly, the variation in question is that, if ¢ (‘z is a dog’) and ‘Things fall in some sense short of
being such that ¢’ (‘y falls in some sense short of being a dog’) entail y (‘z and y do not differ only by a
nanometrical difference of one atom’s location’), ¢ and —x entail 1. Of course, if one is willing to accept
the original version of antilogism (which I do regard as compelling even in the presence of vagueness),
that allows for a simpler version of the argument to the effect that, abstractly, since ¢ and =) entail x, ¢
and —y entail . But, as we have seen, in this dialectical context, some theorists admit the possibility of
2’s falling in some sense short of being F' without thereby not being F', given which the original version of
antilogism becomes problematic. As far as vagueness is concerned, I myself am against such possibility,
but, for the dialectical purposes of this paper, it was important to present the argument in a way that
finesses that issue.

Where the way in question is supposed to be one of those specified by standard biology.

O Throughout, the relevant explanatory claims are understood to be genuine claims of ontological
dependence, where (ontological) dependence is a genus that comprises, possibly among other relations,
causation and grounding as species. As usual, and as befits the current discussion about whether a certain
kind of difference is relevant, I assume that such relations are non-monotonic. Thanks to David Yates
for urging these and other clarifications on this material.



most at such-and-such distances from one another and it is not the case that the distance
of even just two of them is a nanometre greater: in such context, that z falls on one
side rather than the other of such an exquisite difference has no scientific relevance, as
opposed to its falling on one side rather than the other of the difference between being
a dog and falling in some sense short of being such.?® Thus, the property of being a
dog cannot be strongly replaceable (that is, replaceable in the exzplanans of a standard
dependence claim) by any property with sharp boundaries. However, given the relations
between higher-level properties and lower-level properties, the property of being a dog is
strongly replaceable by a lower-level property with sharp boundaries if (and only if) it
is necessarily co-extensional with it (for, if it is, the fact that something is a dog very
plausibly reduces to or depends on the fact that it exemplifies the lower-level property,
and so everything depending on the “former” fact can be seen as more fundamentally
depending on the “latter” fact). Since what (Ndog ) is a negation of thus implies false
dependence claims, (Ndog) follows by contraposition. And, even if this extremely plausible
contraposition is somehow resisted, the argument can be recast so as not to rely on it: in
the context in question, there is similarly no scientific relevance in the fact that = falls on
one side rather than the other of a difference that is rejected to be any coarser-grained
than one determined by a nanometrical difference of one atom’s location. The property
of being a dog exhibits some sort of emergence with respect to properties with sharp

20The situation can be usefully contrasted with cases of dependence of a higher-level property on a
lower-level property: for example, assuming that the property of being fragile depends on the property
of having such-and-such structure, if it is the case that the glass broke because it was fragile, it is also
the case that the glass broke because it had such-and-such structure. The situation can also be usefully
contrasted with cases of surprising cut-offs: for example, it might be surprising but nevertheless the case
that the camel’s back broke because it was loaded with 37 rather than 36 bricks.



: d
boundaries,?! and such emergence leads to (N“*).22

The point can be made in an equally compelling and yet tellingly slightly different
way for concepts that do not purport to pick out natural kinds. Consider the concept of
baldness. It too is entrenched in a sophisticated (folk) theory—about the physiological
causes of baldness, the way people affected by baldness look, the social impact of baldness
etc. But, on the one hand, none of these diverse aspects discriminates importantly between
neighbouring numbers of hairs on one’s scalp: two physiological causes such that one
differs from the other only in causing the loss of just one more hair are not importantly
different, one’s look is not importantly altered by the addition of a single hair, one’s social
impact is not importantly influenced by the insertion of a simple hair. On the other hand,
baldness is supposed always to affect importantly these aspects. We expect any state of
falling in some sense short of being bald to be due to importantly different physiological
causes than those responsible for one’s being bald—otherwise, why should one change
one’s diet in order to avoid becoming bald? We expect a bald man to look importantly
different from anyone falling in some sense short of being bald—otherwise, why should

2Tn particular, while it remains very plausible that every true principle of supervenience of the property
of being a dog on properties with sharp boundaries is knowable a priori and that the effects of being a
dog do not give rise to downwards causation (since essentially the same kind of judgement about false
dependence claims as the one exploited in the text also indicates that “going sharp” on the effect side
equally leads from truth to falsity, and so in particular that the fact that x’s reaction exemplifies any
lower-level property with sharp boundaries—as opposed to one of those properties specified by standard
biology, see fn 18—is not caused by the fact that z is a dog), it is nevertheless the case that there are true
principles of causation concerning the former property which are irreducible to principles concerning the
latter properties. Properties without sharp boundaries live a separate causal life from that of properties
with sharp boundaries. Obviously, even if the property of being a dog were not so emergent, as long as,
for some reason or other, (Ndog ) holds, that property would still be irreducible to and independent of any
property with sharp boundaries (the less obvious latter because it would not be the case that something

is a dog because it exemplifies a property with sharp boundaries: for one thing, by (Ndog ), it would still
be a dog even if it only exemplified a property with nanometrically different sharp boundaries). (“Wait—
could a property without sharp boundaries not be reduced to or depend on a property without sharp
boundaries?” “How?” “Well, taking for example the property of being bald, that could be reduced to or
depend on the property of having sufficiently few hairs.” ““Sufficiently” for what—maybe for replacing
Yul Brynner?” “No, ¢'mon, ya know...for being bald!” “Ah, there you are! Doesn’t look like a great
reduction or dependence...”) In fact, even if (N) failed to hold, the phenomenon of multi-dimensionality
remarked on in fn 1 would arguably suffice to generate massive irreducibility and independence. For,
given multi-dimensionality, for every 4, the property of being bald is not necessarily co-extensional with—
let alone reducible to or depending on—the property of having at most ¢ hairs on one’s scalp. Given
that the dimensions of comparison relevant for the exemplification of a multi-dimensional property are
typically indefinitely many, that presumably leaves as possible candidates for reduction or dependence
only disjunctive properties with indefinitely many disjuncts each of which is a conjunction with indefinitely
many conjuncts each of which states that things are such-and-such on a certain dimension of comparison.
Those are horrible candidates for reduction or dependence; worse, plausibly, it is the case that a man
exemplifies the candidate that is necessarily co-extensional with the property of being bald because he
is bald rather than, vice versa, its being the case that he is bald because he exemplifies the candidate.
Under the usual understanding of what kind of properties the physical level contains (which rules out
higher-level properties of the kind of the property of being a dog or of the kind of the property of being
bald), such emergence, irreducibility and independence would then have the antiphysicalist implication
that the physical level does not exhaust the fundamental level.

22] owe the inspiration for this argument from dependence to a remark put to me by Stephen Schiffer.

10



one be relieved about one’s look upon hearing a trustworthy denial that one is bald?
We expect a bald man to have an importantly distinctive social impact—otherwise, why
should uncertainty about one’s baldness engender oscillation as to how one will be received
for the first time by one’s partner’s parents? It follows from this contrast that baldness
should not be sensitive to one-hair differences or, worse, to a nanometrical difference of
one atom’s location: baldness too just doesn’t go that deep. The difference between being
bald and falling in some sense short of being such is therefore essentially coarse-grained:
at some deeper level of reality, it requires non-minimal differences at that level. In its thus
being a substantial (indeed, big) difference, the difference between being bald and falling
in some sense short of being such is a difference of many nanometres and many atoms
rather than a difference of one single nanometre and one single atom; hence, we have the
entailment from an object’s being bald and another object’s falling in some sense short
of being such to the two objects’ not differing only by a nanometrical difference of one
atom’s location. And this entailment in turn requires that, under the supposition that x
is bald and y differs from x at most for the fact that one of y’s atoms is in a location
that is within a nanometre distance from the location correlating to the location of the
corresponding atom part of x, we must reject any predication about y entailing that y
falls in some sense short of being bald, and so we must accept that y is bald. Thus, under
the supposition that x is bald, y is bald. (N%/) follows. (Alternatively, it follows from
the above entailment by the extremely plausible variation on antilogism discussed in fn
17.)

Again, the irrelevance of nanometrical differences for bald men can be made to emerge
also from a different angle. We may assume that x is no longer a successful womaniser
because x has become bald. But, certainly, it is not the case that x is no longer so be-
cause x’s atoms are arranged at most at such-and-such distances from one another and it
is not the case that the distance of even just two of them is a nanometre greater: in such
context, that x falls on one side rather than the other of such an exquisite difference has
no ordinary relevance, as opposed to his falling on one side rather than the other of the
difference between being bald and falling in some sense short of being such. Thus, the
property of being bald cannot be strongly replaceable by any property with sharp bound-
aries. However, given the dependence of higher-level properties on lower-level properties,
the property of being bald is strongly replaceable by a lower-level property with sharp
boundaries if (and only if) it is necessarily co-extensional with it. Since what (N®ad)
is a negation of thus implies false dependence claims, (N*¥) follows by contraposition.
And, as per the second last paragraph, the argument can be recast so as not to rely on
contraposition. The property of being bald exhibits some sort of emergence with respect
to properties with sharp boundaries, and such emergence leads to (N%4),

Action. Suppose that x is a person. Suppose that y differs from x at most for the
fact that one of y’s atoms is in a location that is within a nanometre distance from the
location correlating to the location of the corresponding atom part of x. Then it should
be correct to say that y is a person as well—anything falling in some sense short of this
would seem to draw an invidious difference between x’s and y’s personal status based on
a difference, such as the nanometrical displacement of a single atom, that we perceive
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to be irrelevant for persons. Let us elaborate on this. Personhood is at the centre of
a rich web of commitments and entitlements. Importantly different actions are licenced
with respect to someone who is a person and someone who falls in some sense short of
being a person. And we simply haven’t come up with the concept of a person to find
ourselves forced to discriminate in those ways between two fellow beings differing only by
a nanometrical difference of one atom’s location.? The difference between being a person
and falling in some sense short of being such is therefore essentially coarse-grained: at
some deeper level of reality, it requires non-minimal differences at that level. In its thus
being a substantial (indeed, big) difference, the difference between being a person and
falling in some sense short of being such is a difference of many nanometres and many
atoms rather than a difference of one single nanometre and one single atom; hence, we
have the entailment from an object’s being a person and another object’s falling in some
sense short of being such to the two objects’ not differing only by a nanometrical difference
of one atom’s location. And this entailment in turn requires that, under the supposition
that z is a person, we must reject any predication about y entailing that y falls in some
sense short of being a person, and so we must accept that y is a person. Thus, under the
supposition that x is a person, y is a person. (N?P¢*°") follows. (Alternatively, it follows

from the above entailment by the extremely plausible variation on antilogism discussed
in fn 17.)

Again, the irrelevance of nanometrical differences for persons can be made to emerge
also from a different angle. We may assume that I should try my best to save x’s life
because x is a person. But, certainly, it is not the case that I should do so because x’s
atoms are arranged at most at such-and-such distances from one another and it is not the
case that the distance of even just two of them is a nanometre greater: in such context,
that x falls on one side rather than the other of such an exquisite difference has no moral
relevance, as opposed to her falling on one side rather than the other of the difference
between being a person and falling in some sense short of being such. Thus, the property
of being a person cannot be strongly replaceable by any property with sharp boundaries.
However, given the dependence of higher-level properties on lower-level properties, the
property of being a person is strongly replaceable by a lower-level property with sharp

ZPresumably, for some relevant way w, the predicate ‘treated in w’ (as opposed to ‘to be treated in
w’) is precise enough so that there possibly is a finite series of the kind adumbrated in the text where an
element treated in w is immediately followed by an element not treated in w (setting aside the possibilities
of all the elements’ being treated in w and of all the elements’ not being treated in w). But that just
shows that we can be forced to discriminate against our own convictions, and it is absurd to seek any
safeguard against this (sadly real) possibility in features of the use of a word or a concept. It doesn’t
show that these convictions are wrong. We can still insist that no discrimination should be made on the
basis of such an invidious difference, even though, when forced to deal with all the elements of the series
in the same situation, we will as a matter of fact be forced to make such discrimination. This might well
be considered a hitherto ignored aspect in which there can be an unbridgeable gap between ought and is,
indeed a gap so wide as to generate practical dilemmas (since, when forced to deal with all the elements
of the series in the same situation, whichever pattern we may follow in treating or not treating them in w
will be wrong). The absence of sharp boundaries embodies an ideal that thus clashes with the existence
of soritical totalities. (Similarly to the clash arising from the fact that, for every i, if you reasonably
donate i EUR to charities, you could reasonably have donated i + 1 EUR instead.) Thanks to Zachary
Barnett for discussion of some related issues.
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boundaries if (and only if) it is necessarily co-extensional with it. Since what (NP¢*°")
is a negation of thus implies false dependence claims, (NP¢*°™) follows by contraposition.
And, as per the fourth last paragraph, the argument can be recast so as not to rely on
contraposition.

2.2 Stretching the Truth

In this subsection, I aim at capitalising on the phenomenon that we are willing to stretch
the information that we gather?* about some cases to other cases that are similar but not
necessarily identical to them in the relevant respects, and that we take such stretching
to be conclusive (in the sense that we take it that its conclusion is guaranteed to be true
if the original information is true). If we are told that Weimar is very far from Berlin
and know that Jena is very close to Weimar, we take it that we can conclusively infer
that Jena is also very far from Berlin; if we are told that 10 kilometres is a very long
distance to run, we take it that we can conclusively infer that 9.999 kilometres is a very
long distance to run; if we are told that 10 hours of work per day is too much, we take it
that we can conclusively infer that 9 hours, 59 minutes and 59 seconds of work per day is
too much.?

Let us deepen our understanding of the phenomenon of stretching by focussing on a
particular case. Suppose that I tell you that arriving at time ¢ (specified on a second
scale) is arriving roughly on time. Then it seems that you can conclusively infer that also
arriving at ¢ + 1 is arriving roughly on time. More generally, given that the information
that arriving at ¢ is arriving roughly on time has been gathered, it seems that one can
conclusively infer that also arriving at ¢ + 1 is arriving roughly on time. Interestingly,
there would seem to be a restriction on the way the initial information has to be gathered.
Almost any way, whether non-inferential (via testimony, or memory, or perception, or
introspection, or intuition) or inferential, will licence the inference, unless it turns out
ultimately to rely on an analogous inference from the information that arriving at ¢t — 1
is arriving roughly on time. For suppose that I came to believe that arriving at t is
arriving roughly on time just because someone else first successfully intuited and told me
that arriving at t — 1 is arriving roughly on time and I then inferred from that that also
arriving at ¢ is arriving roughly on time. In such situation, although it seems that my
inference is conclusive, it does not seem that your inference is in turn conclusive—only
the unstretched truth is allowed to be stretched.?¢

24Throughout, I take information gathering to be a success action.

25The phenomenon is just that we take stretching to be conclusive in the sense specified in the text.
Emphatically, the phenomenon is not that under no circumstances may the prima facie justification a
subject has for the stretching be defeated by misleading evidence. For example, one can certainly be
struck by a Sorites paradox for ‘very far’ in such a way as to lose one’s justification for inferring ‘Jena is
very far from Berlin’ from ‘Weimar is very far from Berlin’ and ‘Jena is very close to Weimar’, just as
one can certainly be struck by the Liar paradox in such a way as to lose one’s justification for inferring
‘‘Snow is white’ is true’ from ‘Snow is white’.

26Tt is natural in this respect to make a connection with certain features of the notion of evidence (for
which see Zardini [2016a]; see also Zardini [2015a] for related discussion concerning non-transitive logics).
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Even henceforth assuming that we are not mistaken in taking it that stretching is
conclusive, we still do not have quite what we want, since (N"°%hty ontime) qoes not im-
mediately follow from the fact that, for every ¢, if the information that arriving at ¢
is arriving roughly on time has been gathered, arriving at ¢t + 1 is arriving roughly on
time.?” There are at least two ways in which this gap can be bridged. Firstly, the phe-
nomenon of stretching would seem to extend beyond information gathering so as to cover
also supposition (substituting ‘supposition’ for ‘original information’ in the explication of
‘conclusive’ in the second last paragraph): given that it is supposed that arriving at ¢ is
arriving roughly on time, it seems that one can conclusively infer, under that supposition,
that also arriving at ¢ + 1 is arriving roughly on time. Thus, under the supposition that
arriving at t is arriving roughly on time, arriving at ¢ + 1 is arriving roughly on time.
(Nroughty on time) follows. Secondly, suppose that arriving at ¢ is arriving roughly on time.
Then it is certainly at least metaphysically possible for you to gather the information that
arriving at t is arriving roughly on time (for example, someone could successfully intuit
and tell you that). Because of the guarantee at issue in the conclusiveness of stretching,
it follows that it is metaphysically possible that arriving at ¢t + 1 is arriving roughly on
time, and so, since, in conceptual matters such as this, metaphysical possibility entails
(relative) actuality, that it is the case that arriving at ¢ + 1 is arriving roughly on time.
Thus, again, under the supposition that arriving at ¢ is arriving roughly on time, arriving
at t + 1 is arriving roughly on time. Again, (N"™uhly on time) fo]lows.

Two alternative, more conservative explanations of the phenomenon of stretching
might seem tempting. As for the first alternative, more conservative explanation, one
might think that, in the relevant cases, knowledge (and, even less plausibly, other epis-
temic properties such as justification) is governed by a margin-for-error principle, so that,
for every t, knowledge that arriving at ¢ is arriving roughly on time requires its being the
case that arriving at t + 1 is arriving roughly on time (see Williamson [1992]; Williamson
[1994], pp. 216-247; Williamson [2000b], pp. 93-134 for margin-for-error principles in
general and Mott [1998]; Williamson [2000a]; Sorensen [2007]; Williamson [2007]; Zardini
[2012]; Zardini [2016f] for a critical discussion thereof). Given this, one could explain the
conclusiveness of stretching by observing that, if the information that arriving at ¢ is ar-
riving roughly on time is knowledgeably gathered, it is guaranteed to be true that arriving
at t 4+ 1 is arriving roughly on time. However, even granting for the sake of argument a
margin-for-error framework, such explanation would seem problematic in several respects.
To start with, it would presumably have to take the conclusive inference to be really one
from ‘I know that arriving at ¢ is arriving roughly on time’ to ‘Arriving at £+ 1 is arriving
roughly on time’.?® But stretching also occurs in contexts where it is extremely implau-

In the following, such restriction on information gathering will be implicitly understood to be in place.
2TThanks to Crispin Wright for pressing this worry.

28 An interesting variation would be to take the conclusive inference to be a transition from the state
of knowing that arriving at ¢ is arriving roughly on time to the state of believing that arriving at ¢ + 1
is arriving roughly on time. Contrary to a natural tendency in contemporary theorising, I am actually
in general quite happy with acknowledging irreducibly state-based inferences (in a suitably broad sense
of ‘state’) over and above content-based inferences (see Zardini [20161]); however, I do not think that the
variation in question offers sizeable advantages over the version considered in the text. For it avoids the
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sible to suppose that the subject is engaged in such higher-order reasoning in the first
place (for example, she might simply lack the concept of knowledge), let alone that she
has the higher-order knowledge plausibly required for the inference to confer knowledge of
its conclusion (for example, she might simply be a sceptic about knowledge). Moreover,
stretching seems no less conclusive when the information is gathered unknowledgeably
outwith the putative margin for error—what triggers conclusiveness would seem to be
the plain information gathering rather than its knowledgeability.?? Finally, in the case
of stretching from supposition rather than from information gathering, the question of
knowledge or of margin-for-error principles does not even arise.

As for the second alternative, more conservative explanation, one might think that
the phenomenon can be explained in terms of the high, though usually < 1 epistemic
probability of truth preservation®® by these inferences (see Sorensen [2001], pp. 57-67
for an (N)-unfriendly perspective on the positive epistemic properties of these inferences).
The phenomenon would then be revealed to be essentially of the same kind as the inference
from someone’s having a ticket of a fair lottery with, say, 1,000,000 tickets to her losing the
lottery: this inference too enjoys a very high epistemic probability of truth preservation
which plausibly makes it legitimate.3! However, such model would not seem to fit all
the aspects of the phenomenon of stretching. In particular, the non-conclusiveness of
the (highly probably truth preserving) inference from someone’s having a ticket of the
lottery to her losing the lottery would seem completely lacking in the case of stretching
inferences. In turn, this difference is reflected in the fact that the latter inferences support
the universal closure of their material or non-material conditionalisations (their epistemic
probability of truth preservation would not seem considerably higher than the epistemic
probability of ‘For every time ¢, if arriving at ¢ is arriving roughly on time, arriving at t+1
is arriving roughly on time’) whereas the former do not (their epistemic probability of truth
preservation is considerably higher than the epistemic probability of ‘For every subject s,
if s has a ticket of the lottery, s will lose the lottery’). The difference is further reflected
in the fact that the latter inferences support their non-material conditionalisations (their
epistemic probability of truth preservation would not seem noticeably higher than the
epistemic probability of any instance of the non-material conditional ‘If arriving at ¢ is
arriving roughly on time, arriving at ¢ + 1 is arriving roughly on time’) whereas the

first problem to be raised in the text only to plunge headlong into a commitment to the rebarbative claim
that, sometimes, the conclusive inference cannot confer knowledge of its conclusion (on pain of validating
(Nknown to be roughly on time)) " and it is just as subject to the second and third problems to be raised in
the text.

29T am very plausibly assuming that information gathering does not entail knowledge. In general, just
as I do not think that every factive mental state entails knowledge (see Zardini [2016¢]), I also do not
think that every success action does so: for example, the action denoted by Italian indovinare che l'Italia
vincera il prossimo Mondiale is a success action but does not entail knowledge that Italy will win the
next World Cup.

30Throughout, pace e.g. Read [2003], I naturally understand truth preservation in terms of material
implication.

31 A conspicuous group of philosophers (see e.g. Nelkin [2000]) would disagree about this particular kind
of example. But the points I will be making apply with similar force to many other less controversial
kinds of examples (for instance, the inference from the wall’s looking blue to its being blue).
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former do not (their epistemic probability of truth preservation would seem noticeably
higher than the epistemic probability of any instance of the non-material conditional ‘If s
has a ticket of the lottery, s will lose the lottery’). The difference is yet further reflected
in the fact that the latter inferences are still compelling when reasoning suppositionally
rather than categorically whereas the former are not.3?

Once the existence of stretching inferences requiring the relevant instances of (N) has
been established, it is instructive to investigate which purposes such inferences serve.
Though possibly very similar, most things are not exactly alike in any respect. Gathering
information about an object, we should wish to be in a position to apply it to every
object relevantly similar to it (even if not as good as the original object along the rele-
vant dimensions of comparison): our extrapolations about the world would otherwise be
seriously hampered, for the new objects encountered are very seldom exactly similar in
some respect to the old ones (and often not as good as the old ones along the relevant
dimensions of comparison). Hence, it would seem that there is a strong natural pressure
towards adopting concepts satisfying (N): for there certainly is a strong natural pressure
for gathering information in such a way as to make the widest possible use of it in the
presence of new, almost certainly not exactly similar cases,?® and the only way to achieve
this is to conceptualise the information with concepts satisfying (N). Thus, to return to
our case, there is a typical complex cluster of pieces of information that one can gather
about a certain time ¢, which, as a first stab, could be expressed by saying that arriving
at t would not spoil the point of meeting, that by arriving at ¢t one would not fail to
comply with one’s commitments, that people would not be annoyed were one to arrive at
t etc. We should wish to be in a position to apply this wealth of information to every time
relevantly similar to ¢ (even if slightly later than it), and this is only possible if the several
pieces of information are collected together into a concept (like the concept of being a
time such that arriving at it is arriving roughly on time) that satisfies (N).

Another at least equally important source of the need for stretching comes most clearly
into view by reflection on the point of so-called “vaguefiers” in natural languages (see
Lewis [1970]; Lakoff [1973]; Zadeh [1975]; Kamp [1975] for discussions and theories of
vaguefication). One calculates and thinks that one can make it to the date by ¢, but one
soon realises that likely slightly delaying circumstances may occur or that likely subtle
miscalculations might have occurred. A rough-and-ready calculation shows that  is a
reasonable margin for error. The question then arises as to why one does not rest content

32If we wish to locate stretching inferences in the insightful taxonomy of Salmon [1967], pp. 5-11, in
being conclusive stretching inferences are demonstrative and, yet, in inferring conclusions that are in
an intuitive sense stronger than their premises, they are also ampliative (and are so in a sense similar
to the one in which inductive inferences are ampliative, a sense that goes beyond all the senses usually
envisaged for how a demonstrative inference can be ampliative; see also Zardini [2015a], pp. 263-264).
This reveals one aspect in which, contrary to the refrain linking vagueness with ignorance, in being
conducive to achieving certain important theoretical and practical purposes, concepts without sharp
boundaries actually also increase the quantity and improve the quality of our knowledge.

330f course, the width-of-use requirement has to strike a balance with a contrary, but equally pressing,
informativity requirement: while we want the information to be applicable to enough many cases, we
don’t want it to be applicable to too many of them (or, worse still, to all of them!).
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with the promise of arriving between t and t + 9, rather than vaguefying and promising
to arrive at about t7?

One minor reason is that any particular bounded interval would seem completely
arbitrary, triggering undesired conversational implicatures (“Why did he choose exactly
‘at t+ 9’ rather than ‘at t+0+0.000001’?” would ask herself the heedful lover). However,
use of predicates satisfying (N) is by itself neither necessary nor sufficient to dispose of
the arbitrariness induced by predicates that do not do so. It is not necessary because
arbitrariness can be lost by underspecification rather than vaguefication, by choosing an
appropriately coarse-grained classification of times (so that one can promise to arrive at
8 pm, meaning by this to arrive at any time between the beginning and the end of the
hour). It is not sufficient because arbitrariness still attaches to ‘at about ¢’ (“Why did
he choose exactly ‘at about ¢’ rather than ‘at about ¢ + 0.000001’?” would ask herself
the heedful lover) as long as ‘¢’ designates a sufficiently specific time (see Alston [1964],
p. 85; Sorensen [1989]; Burns [1995] for discussions of the relation between vagueness and
underspecificity).

The major reason for preferring vaguefication lies elsewhere and can be seen as follows.
Two contrasting requirements on fixing a time for a date can be identified:

(a) In fixing a time, one commits oneself to be there at that time. This circumstance
pushes towards a generously late time—one tends to make one’s life as easy as possible;

(b) However, of course, too late a time may put into jeopardy some if not all the purposes
of the date. This other circumstance pushes towards a not too generously late time—
life is never too easy.

As a matter of fact about our ordinary circumstances, ¢ will therefore be bound not to take
into account all the likely slightly delaying circumstances that may occur or all the likely
subtle miscalculations that might have occurred. But this puts any candidate for being o
that is good enough at steering a middle course between the two contrasting requirements
(a) and (b) under a terrible pressure: for, if as many delaying circumstances occur or
subtle miscalculations have occurred as are allowed by the candidate (a possibility that
is after all in the very essence of the candidate to take seriously enough!), the occurrence
of one single additional slightly delaying circumstance or of one single additional subtle
miscalculation will suffice to engender a failure to comply with one’s commitment. Clearly,
shift to the successor candidate will do little to alleviate this pressure, and even that little
is likely to be offset by a lower score on the dimension of requirement (b). What is needed
to remove the pressure is of course a specification of the time which already includes a
provision for slightly later times (those that would be needed should one single additional
slightly delaying circumstance occur or should one single additional subtle miscalculation
have occurred)—what is needed is a specification of the time with a concept satisfying

(N).34

34Notice that underspecification instead of vaguefication will not do it, for, as a matter of fact about
our ordinary circumstances, the coarse-grained time chosen will equally be bound not to take into account
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The kind of situation envisaged can be modelled in the following way. For simple
enough cases, we can assume that the set X of all such likely-to-happen impediments is
such that all of its members enjoy more or less the same (high) epistemic probability and
are independent from one another. ¢ can then be seen as allowing for a certain finite
number i of such events to happen. Since § is a best candidate, requirement (a) implies
that the epistemic probability that all the members xg, x1, 22 ...2;,_1 of any Y C X whose
cardinality is ¢ unluckily happen together is not too high, while requirement (b) jointly
with the facts of the matter about our ordinary circumstances implies that it will not be
as low as one might ideally wish. In many cases, this will arguably constrain the value of
the epistemic probability of all the members’ of any such Y unluckily happening together
in the neighbourhood of .2 (at least according to my personal estimate of the pros and
cons!). But then there will be a .2 probability that one only makes it just on time—a
.2 probability that a situation will be realised where the highly epistemically probable
happening of one single additional impediment will tilt the balance from complying with
one’s commitment to failing to comply with one’s commitment. Even if low, a value of .2
still represents an unreasonably high risk of being in a situation where one is very likely
to be subject to the cruel mockery of failing to comply with one’s commitment because
of the occurrence of a single, minute, in itself insignificant impediment. The shift to a
concept satisfying (N) avoids this, since the time interval selected will now be such that,
if it allows for a certain finite number ¢ of impediments to happen, it also allows for 7 + 1
such events to happen. This does not of course guarantee that one will arrive on time,
nor that the epistemic probability of this not happening is as low as one might ideally
wish (in the model just sketched, it can e.g. be set to be only slightly lower than .2), but
it does ensure that the epistemic probability that one will be in a situation where one is
very likely to be subject to a cruel mockery is 0.

The major reason for preferring vaguefication in this case has thus been traced to
the need of insuring oneself from failing to comply with one’s commitment due to the
occurrence of a single, minute, in itself insignificant impediment. Such need can be
satisfied only if the commitment is expressed using a concept that allows for stretching.
Having worked out the major reason for vaguefication with respect to a very particular
case, it is easy to see how this reason can be generalised to a wide range of other cases.
For many F', two contrasting requirements on accepting that x falls under the concept of
being F' can be identified:

(a’) In accepting that z falls under the concept of being F', one commits oneself to z’s
being good enough as to meet a sufficient condition for falling under the concept of
being F'. This circumstance pushes towards generously weak sufficient conditions for
falling under the concept of being F—one tends to make one’s life as easy as possible;

(b") However, of course, too relaxed sufficient conditions may put into jeopardy some if
not all the purposes of applying the concept of being F. This other circumstance
pushes towards not too generously weak sufficient conditions—life is never too easy.

all the likely slightly delaying circumstances that may occur or all the likely subtle miscalculations that
might have occurred.
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As a matter of fact about our ordinary circumstances, any property with sharp boundaries
candidate for being picked out by the concept of being F' will therefore be bound not to
take into account all of x’s likely deviations along any dimension of comparison relevant
for being F'. But this puts any such candidate that is good enough at steering a middle
course between the two contrasting requirements (d') and (b') under a terrible pressure:
for, if as many deviations occur as are allowed by the candidate (a possibility that is after
all in the very essence of the candidate to take seriously enough!), the occurrence of one
single additional deviation will suffice to engender a mistake of some kind or other in
acceptance that x is F'. Clearly, shift to a slightly more generous candidate will do little
to alleviate this pressure, and even that little is likely to be offset by a lower score on
the dimension of requirement (b"). What is needed to remove the pressure is of course
a specification of the sufficient conditions for falling under the concept of being F' which
already includes a provision for slightly weaker sufficient conditions (those that would still
be satisfied should one single additional deviation occur)—what is needed is a concept
satisfying (N).

I would like to close the discussion of vaguefication by proposing a new argument for
(N) involving hedging vaguefiers.>® On the one hand, it is extremely plausible that at
least some hedging vaguefiers have a finite hedging power (indeed, a non-iterable hedging
power). For example, ‘6 ft tall’ can be hedged by ‘roughly 6 ft tall’, but the idea that the
latter can in turn be hedged by ‘roughly roughly 6 ft tall’ is extremely dubious. We—or
at least -—would not seem to have a conception of a height that, whilst good enough to
count as being roughly roughly 6 ft tall, is not good enough to count as being roughly 6
ft tall. In an intuitive sense of the word, ‘roughly 6 ft tall’ “fuzzified” the area sharply
demarcated by ‘6 ft tall’: what else remains for ‘roughly roughly 6 ft tall’ to do? We—or
at least I——would not seem to have a conception of a non-trivial fuzzification of a fuzzy
area. (If you do, as I have already intimated, I doubt you also do for every finite iteration
of ‘roughly’.) Considering:

(ROUGHy;) For every =z, if x is roughly roughly roughly ...roughly (i times) F, z is
roughly roughly roughly ...roughly (i — 1 times) F,

we—or at least I-—are thus led to (ROUGHE; t1elly 36 On the other hand, ‘roughly’ would
always seem to obliterate the existence of small differences:

35Not all vaguefiers have hedging effects: for example, ‘extremely’ vaguefies precise adjectives such as
‘acute’ (as applied to angles), but, clearly, ‘extremely acute’ does not hedge ‘acute’!

36The issues surrounding (ROUGH_;) have a formal parallel in the debate about high-order vagueness,
where one interesting question is whether the analogues of (ROUGHy;) for ‘not definitely not’ hold (help:
under extremely plausible assumptions, that boils down to the question whether ‘definitely’ iterates at
i — 1). That the question is formally parallel should however not hide important relevant differences
between ‘roughly’ and ‘not definitely not’ even when restricting to (gradable) adjectives. While ‘roughly’
is a vaguefier that broadens the extension of precise adjectives but that would seem to leave unaffected the
extension of vague ones, ‘not definitely not’ is on the contrary a precisifier that broadens the extension
of vague adjectives but would seem to leave unaffected the extension of precise ones. However, in spite
of its precisifying function, ‘not definitely not’ would not seem able to eliminate vagueness completely,
so that, if ‘F” is vague, ‘not definitely not F” would also seem vague (albeit to a lesser extent). This
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(ROUGH.,) For all z, y such that  RFs y, if x is F, y is roughly F.

However, given (ROUGHﬁQﬂ 9y and (ROUGH!vokly 6 ft tall) = (Nroughly 6 ft tall) fo]]ows.

The argument arguably extends beyond relatively recherché ‘roughly’-predicates to
cover run-of-the-mill vague predicates. For example, the idea that ‘tall’ can be hedged
by ‘roughly tall’ is extremely dubious. We—or at least [-—would not seem to have a
conception of a height that, whilst good enough to count as being roughly tall, is not
good enough to count as being tall.3” In an intuitive sense of the word, ‘tall’ is associated
with a “fuzzy” area: what else remains for ‘roughly tall’ to do? We—or at least I-—would
not seem to have a conception of a non-trivial fuzzification of a fuzzy area. However,

given (ROUGH{Y") and (ROUGH%"), (N*!) follows.*

2.3 Telling Just by Looking

In this subsection, I will work from another remark made by Wright [1975] (¢f Wright
[1976], pp. 230-231). In considering the high plausibility of (N) for a noun like ‘heap’,
Wright briefly remarked that “‘[h]eap’ is essentially a coarse predicate, whose application
is a matter of rough and ready judgement [...] [iJt would for example be absurd to force
the question of the execution of the command, ‘Pour out a heap of sand here’, to turn on a
count of the grains [...]| our conception of the conditions which justify calling something
a heap of sand is such that the justice of the description will be unaffected by any change
which cannot be detected by casual observation” (Wright [1975], p. 335).

combination of features grounds the expectation that each new iteration of ‘not definitely not’ leads
to a further broadening of the extension, so that the analogues of (ROUGHy;) for ‘not definitely not’
fail to hold. However, the expectation is not really conclusively confirmed by intuition, and there are
in fact theoretical reasons for thinking that some such analogue does hold (see Zardini [2006a]; Zardini
[2006b]; as these papers show, under extremely plausible assumptions, the analogue would then lead to
(N) even in the absence of the analogue of (ROUGHL.,) below in the text for ‘not definitely not’, but
then again, as Zardini [2013] shows, that point does not speak against those reasons, since, under very
similar assumptions, paradox ensues anyways). Be that as it may, understanding definiteness as a kind
of determinacy, the analogue of (ROUGHL.,) for ‘not definitely not’ is simply untenable in most logics of
vagueness (given that its contrapositive, together with the compelling rule from ¢ to ‘It is determinately
the case that ¢’, would then licence the inference from ‘y is definitely not F’ to ‘x is definitely not F’).
It is somewhat more plausible if definiteness is understood as a kind of clarity, but then there are also
somewhat stronger reasons for rejecting the analogues of (ROUGHy;) for ‘not definitely not’. In sum,
there would not seem to be similarly straightforward and compelling reasons for joint acceptance of both
some of the analogues of (ROUGHy;) and the analogue of (ROUGHL.,) for ‘not definitely not’. Thanks
to an anonymous referee for suggesting the parallel with higher-order vagueness.

37Since ‘roughly’ is typically used as a non-trivial vaguefier, one might have some initial, automatic
inclination to parse ‘roughly tall’ as having a broader extension than unmodified ‘tall’ does. But I take
it that such inclination quickly vanishes as soon as one reflects on the vague extension of ‘tall’. Indeed,
the pronounced scarcity of occurrences of ‘roughly tall’ is evidence that it is not felt to have a different
extension from that of the more concise ‘tall’.

38The broad kind of vaguefication performed by ‘roughly’ is not the only one affording the argument
in the text. For example, one of my favourite variations of the argument uses ‘almost’ instead.
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As it stands, I think that, suggestive as it may be, this remark is in need of crucial
supplementation. For what it only shows is the desirability of predicates whose application
can be decided by looking® for some cases—that this property does not force satisfaction
of (N) can be seen by reflecting that it is also possessed by predicates like ‘within a
3.152012 metre distance’ which uncontroversially do not satisfy (N) (see Sainsbury [1995],
pp. 27-28; Weintraub [2004], pp. 237-238). The question then naturally arises whether
there is any reason relating to applicability by looking which would lead us to use a
predicate that possibly satisfies (N) (like ‘close’) rather than one that does not (like
‘within a 3.152012 metre distance’).

I divide the argument in favour of a positive answer to the foregoing question in two
legs. Let us call ‘an occasion’ any situation with respect to which a predicate is applied
and let us call ‘a case’ any object to which a predicate is applied. Then the first leg of
the argument reflects on the fact that, for many predicates, we do assume that, on many
occasions, for every easily possible case,*® under epistemically normal conditions,*' were
it to occur it would be possible to decide its application by looking. For example, we do
assume that, on many occasions, for every easily possible distance, were an object located
at that distance it would be possible to know by looking whether that object is close or

not.*2

Consider for instance the command:
(Cp) Slow down just in case an animal is close to the racing track!

On many occasions, (Cq) does not strike us as far-fetched at all (indeed, it is often issued!),
very much in contrast with the command:

(C1) Slow down just in case an animal is within a 3.152012 metre distance from the racing
track!

Arguably, (C;) strikes us as far-fetched because whether an object is within a 3.152012
metre distance is not the kind of question that is guaranteed to be decidable by looking
when one is zooming on the racing track. If that is so, presumably (Cy) does not strike us
as far-fetched because whether an object is close is the kind of question that is guaranteed
to be decidable by looking when one is zooming on the racing track. But that a guarantee
is present in the latter but not in the former case would seem to require that the weak
observationality principle:

39In a suitably broad sense of ‘looking’, which should include use of any of the sensory modalities.

40An easily possible case is a case that could easily have occurred. Fasily, but not necessarily likely,
similarly to how a ticket of a fair large lottery could easily, but not likely, win.

“This qualification is meant to set aside any possible epistemically disturbing factors such as the
lighting’s being weird, the subject’s being drunk, there being fakes around etc. (see e.g. Zardini [2016¢]
for discussion of some of such factors); in the following, I will leave it implicit.

42Throughout, I assume that the only dimension of comparison relevant for being close is distance.
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(WOBS) On many occasions,*® for every easily possible case z, were x to occur it would
be possible to know by looking whether x is F'

holds in the latter but fails to hold in the former case.**

Notice that (WQBSwithin a 3.152012 metre distance) qpeg not hold because, even if, on an
occasion, there are in fact only easy positive and negative cases of being within a 3.152012
metre distance, on no occasion, for every easily possible case x, were x to occur it would
be possible to know by looking whether z is within a 3.152012 metre distance, since,
for example, there are easily possible cases of objects within a 3.152012 metre distance
but not within a 3.152011 metre distance, but, for no such cases, were they to occur, it
would be possible to know by looking whether they are within a 3.152012 metre distance.
Notice also that, since objects at any (reasonable) distance are on at least some of the
occasions covered by (WOBS<°¢) easily possible cases (recall fn 40), and since, for every
easily possible case on an occasion, there is an occasion where that case does occur,
(WOBS*s¢) implies the rather strong knowability principle that, for every distance, on
some occasion, it is possible to know by looking whether an object at that distance is
close (henceforth, (WOBS®*¢) will be understood as carrying this implication).

Let us assume that, in some sense or other, there are borderline cases of ‘close’. If
such borderline cases constituted a range of unknowable cases, (Cy) should strike us just
as far-fetched as (C;). The surprising fact is, however, that it doesn’t. Wait! Isn’t it
the case that we are not struck because we are in some sense ignoring the possibility of
borderline cases? Until clear independent evidence has been presented for the postulation
of a mechanism that should trigger the ignoring, such suggestion cannot be adequately
discussed. But it’s hard to believe that there is some such mechanism for the borderline
cases of ‘close’ but not for the hard cases of ‘within a 3.152012 metre distance’, as the
suggestion would require if it is to be compatible with the asymmetry of our reactions to
(Cp) and (Cy). Moreover, a supplementation of (Cy) with the command of taking a picture
of any animal within range ¢ (where 0 is included in the range constituted by the borderline
cases, and where the command is so understood as allowing for “playing safe” and taking
pictures of animals outwith 0) does not seem vacuous. If the postulated mechanism is
subtle enough as to accommodate for this apparent non-vacuity, the surprising fact that
(Cp) as so supplemented still does not strike us as far-fetched can then be taken as the
evidence favouring (WOBS¢s¢) 45

431 will chiefly conduct the discussion in terms of the stronger ‘many’ because it is justified by the
considerations adduced in this subsection, even if all the argument really needs is the weaker ‘some’.

441t may be tempting to try to be more conservative and weaken (WOBS) by substituting something
along the lines of ‘many’ for ‘every’ (after all, a few philosophical errors have arguably been induced by
obsession with the universal quantifier, see Zardini [2016d] discussion of some prominent examples). But
the resulting principle presumably holds for ‘within a 3.152012 metre distance’, thereby failing to explain
the asymmetry of our reactions to (Cp) and (Cy).

450f course, this is not to deny that some cases (like the borderline cases) might be harder than others to
decide—after all, this is so for virtually every predicate of a natural language, and ‘close’ is no exception.
What our acquiescing reaction to (Cp) does show however is that, hard as they may be, such cases too are
understood not to lie beyond what one can know just by looking. To set aside any blurriness in intuition
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The second leg of the argument reflects on the fact that the strong indiscriminability
principle:

(SIND) For all z, y such that z Rs y, it is not the case that, [on some occasion, it is
possible to know by looking that x is F' and, on some occasion, it is possible to
know by looking that y is not F

hardly needs any extended argumentation in the case of ‘close’.

Putting the two legs of the argument together, we can conclude that only if (N¢s¢)
holds can ‘close’ be applied by looking in the sense required by (WOBS¢°*¢). For suppose
that  is only a nanometre closer than y is. By (WOBS¢)  if x is close and y is not
close, [on some occasion, it is possible to know by looking that z is close and, on some
occasion, it is possible to know by looking that y is not close], and so, by an extremely
plausible contraposition, if the latter is not the case, neither is the case that z is close
and y is not close. By (SIND¢es¢) (N¢s¢) follows.

It is tempting to try to reach the same result by appealing, instead of (SIND), to the
weak indiscriminability principle:

(WIND) For all z, y such that z Rs y, it is not the case that, on some occasion, it is
possible to know by looking that x is F' and possible to know by looking that y is
not F'.

Emphatically, (WIND) does not entail (SIND). This is so because, although, given that «
RFs y, it might be the case that, [on some occasion, it is possible to know by looking that
x is I and, on some occasion, it is possible to know by looking that y is not FJ, it might
still not be the case that those two epistemic feats are possible on the same occasion: for
example, on every occasion, one’s prima facie justification for believing that x is close
may be defeated by one’s prima facie justification for believing that y is not close.

Crucially, we cannot hope to run the previous argument by only relying on (WIND)
as our indiscriminability principle while appealing instead to a stronger observationality
principle, like the strong observationality principle:

(SOBS) On every occasion, for every easily possible case x, were x to occur it would be
possible to know by looking whether x is F.46

that may be induced by the counterfactual conditional, suppose that there is in fact an animal within 4.
The surprising fact is that (Cy) still does not strike us as far-fetched.

46The argument would then run thus. Suppose that z is only a nanometre closer than ¥ is. Since, on
some occasion, both x and y occur, by (SOBSClose), if z is close and y is not close, on some occasion, it
is possible to know by looking that x is close and possible to know by looking that y is not close, and so,
by an extremely plausible contraposition, if the latter is not the case, neither is the case that = is close
and y is not close. By (WIND¢s¢) (N¢s¢) would follow.
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We cannot do so because the extra strength of (SOBS) as opposed to (WOBS) is not
supported by the previous considerations concerning the asymmetry of our reactions to
(Cp) and (C;)—the asymmetry has been observed to occur only on many occasions,
not necessarily on every occasion. Moreover, the extra strength of (SOBS) is not only
unmotivated, but is in itself questionable. Suppose that there is a suitable series of animals
approaching the racing track each of which is suitably close to its immediate neighbours
along the direction orthogonal to the racing track (and, to sidestep issues of visibility,
suitably far from them along the direction parallel to the racing track). The surprising
fact is that (Cy) now does strike us as just far-fetched as (C;).*” The impossibility of
running a (SOBS)/(WIND) argument instead of a (WOBS)/(SIND) argument should not
however distress us too much, given that the uncontroversial limits of our discriminatory
powers very plausibly sustain not just (WIND), but also (SIND) (see Wright [1987],
pp. 239-243; Fara [2001], pp. 916-920 for some discussion on what these limits exactly
entail).

The foregoing example hints at the point of having predicates satisfying (WOBS).
Most tasks involve qualified command for an action: the action should be performed if
(qualified command) but also only if (qualified command) a certain condition obtains. For
some such tasks, any condition would do, as long as its obtaining is at least in principle
ascertainable (in the sense that, for every easily possible case x, a subject could sooner
or later arrive at the correct answer to the question whether z satisfies the condition).
However, at least for limited beings like us, many tasks involve time constraints, and
for some of them these are such that the subject in charge of the task can only afford
to have a quick look at her environment. As the asymmetry of our reactions to (Cp)
and (C;) witnesses, these latter tasks would rightly strike us as far-fetched if expressed
with predicates failing to satisfy (WOBS), for they would then require a subject to do
something there is no guarantee she can do. Predicates satisfying (N) find a source of
their usefulness exactly in this kind of situation, as satisfaction of (N) by a predicate is a
consequence of the predicate satisfying (WOBS) and (SIND).*® If there has ever been a
guarantee that someone can do something on the fly, the relevant instances of (WOBS) and
so of (N) must hold.* It might be worth noting that one kind of task involving qualified

4TThe contrast with the occasion described in fn 45 is stark (and telling). Notice that, for limited
beings like us, a guarantee can reasonably be understood as a guarantee merely vis-a-vis easy possibilities.
However, since these are not closed under conjunction, the fact that, on many occasions, for every distance,
it is an easy possibility that an object at that distance is present does not imply that, on such occasions,
it is an easy possibility that, for every distance, an object at that distance is present. Therefore, on
many occasions, the occasion just described in the text can be regarded as not being an easy possibility
(contrary to the possibility that an object at an arbitrary distance is present), and so as not affecting the
guarantee that it is knowable by looking whether an object is close. Notice also that I do not mean to
imply that it is not the case that, on the occasion just described in the text, one can know by looking of
each case whether it is close or not (see Zardini [2012] for a way of understanding how such knowledge
is possible); the point is merely that our reaction to (Cg) on this occasion does not provide evidence for
that claim.

480f course, (WOBS) and (SIND) are also satisfied by precise predicates that are true of either every-
thing or nothing in the relevant domain, but most qualified commands require distinctions that cannot
be drawn by such predicates.

49This “transcendental” argument in favour of the existence of predicates satisfying (WOBS) as a
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command is the one of describing the relevant bits of one’s environment employing a
certain range of predicates: this often involves time constraints and sometimes these are
such that the subject in charge of the task can only afford to have a quick look at her
environment. As an application of the point just made, in the latter cases the subject
had better employ predicates satisfying (WOBS). If there has ever been a guarantee that
someone can describe something on the fly, the relevant instances of (WOBS) and so of
(N) must hold.?®

3 Experiences Requiring the Absence of Sharp
Boundaries

3.1 Seamless Change

In this subsection, I want to focus on what is probably one of the most basic ways in
which the absence of sharp boundaries presents itself to a sentient creature capable of
conceptualising her experience.”? Some changes from red to orange are seamless. That is,
in such changes, the object’s change from being red to being orange seems to take time,

condition of possibility of on-the-fly action is confirmed by the “empirical” observation that there seem
indeed to be features of things which are both manifest and apprehensible in certain looks. To take a
prominent example, on many occasions, for every easily possible case z, were x to occur and be blue
x would look blue to the relevant subject; if all this were so, the subject would see that x is blue; if
all this were so, the subject could tell and so know that z is blue. (I should here note that I do not
accept any straightforward implication from seeing to knowing (see Zardini [2016¢]). I regard the third
step in the previous train of thought as warranted rather by the fact that concepts like that of blue,
by either occurring in the contents of experience or by being immediately used in conceptualising the
contents of experience, are designed to make available the contents of experience for other attitudes like
belief (the ambivalence that many natural languages register in their words relating to looks between
a “phenomenal” and a “doxastic” sense is suggestive—and this very sentence hints at three examples
thereof!): one believes that x is blue on the basis of one’s seeing that x is blue not by discriminating
what it is that one sees, but by simply redeploying at the level of belief what one sees (as suggested anyways
by the idea that one “takes at face value” what one sees; the parallel with knowledge of externalistically
individuated contents is telling).) The other, negative component of (WOBS?™€) (for the case where z
is not blue) is derivable from the positive components of the instances of (WOBS) for the other colour
predicates (given ezhaustivity of colours and the relevant subject’s knowledge of exclusivity of colours).

%0Given the sweeping range of easily possible cases, innocent-looking qualified commands with time
constraints thus turn out to carry the heavy-weight presumption (embodied in (WOBS)) that we can
know by looking of every possible case whether it falls on one side or the other of a certain distinction;
such presumption can actually be vindicated in spite of the limits of our discriminatory powers (codified
by (SIND)), but those limits leave their mark by forcing the operative distinction to be one satisfying
(N). By eliminating the boundaries on which objects are F', (N) thus removes the limits of which objects
we can know by looking to be F. This reveals another aspect (additional to the one mentioned in fn
32) in which, contrary to the refrain linking vagueness with ignorance, in being conducive to achieving
certain important theoretical and practical purposes, concepts without sharp boundaries actually also
increase the quantity and improve the quality of our knowledge.

51Surprisingly, the phenomenon has never been clearly isolated for analysis in its specificity. Thanks
to Crispin Wright for directing my attention to it (see his Wright [2010] for some discussion).

25



and so to be accomplished only throughout (what one would intuitively consider to be) the
whole temporal stretch of the change, or, at most, only in considerably large subintervals
thereof. In other words, it seems that the change cannot be located in any considerably
smaller subinterval of the whole temporal stretch of the change (let alone at any instant
included in it).>? Indeed, if this were not the case, the very phrase ‘the whole temporal
stretch of the change’, meant to pick out a quite extended temporal interval, would be a
dramatic misnomer, as the real change would ultimately consist in a sudden jump from
red to orange, with, strictly speaking, no real change before and after that (that is, no
real change that affects an object’s being red or orange). But, taking a cooling bar of iron
to be the object changing from red to orange and ¢ a sufficiently small subinterval, and
assuming that the property of being orange is the property acquired by the iron bar as
soon as it loses the property of being red, nothing less than the truth of every instance of
‘It is not the case that the iron is red at ¢ but not red at ¢t + 0’ seems required to rule out
an unwanted sudden jump. And that leads in turn to (N"*¢) (notice that the change need
not occur along a temporal dimension: it may for example occur along a spatial one, for
instance when the iron bar changes seamlessly from being red at one end to being orange
at the other end).

The foregoing assumes for simplicity that the iron bar’s change is from being red to
being orange, but an analogous point can obviously be made for any alternative candidate
to being orange for being the property acquired by the iron bar as soon as it loses the
property of being red. Even if it is (rather implausibly) claimed that there is no first such
property that is so acquired (because the set of relevant properties is not well-ordered by
the z-is-acquired-earlier-than-y relation),> the point can simply be restated as concerning
the change from possession of the property of being red to lack of this very same property
(rather than possession of any other property): the change from being red to not being
so would seem no less seamless than the one from being red to being orange.

Notice that rejection of the law of excluded middle would indeed allow for rejection of
every instance of ‘The iron bar is red at ¢ but not red at t+9’. One rejects, of each member
t of a collection of times, that the iron bar is either red at ¢ or not red at t. Assuming
very plausibly that rejection of a disjunction requires rejection of both disjuncts, this
commits one to rejecting, of each member ¢ of such collection, that the iron bar is red
at t and to rejecting, of each member ¢ of such collection, that the iron bar is not red at
t. We can assume that these times are strictly later than the times of which one accepts
that the iron bar is red at them and strictly earlier than the times of which one accepts
that the iron bar is not red at them, that the length of the stretch constituted by these
times is at least as great as any admissible appropriately small enough ¢ and, ignoring

2In terms of Vendler [1957]’s influential taxonomy, changing from red to orange is an accomplishment
(rather than e.g. an achievement). Some accomplishments do not involve seamless change, as their start
point is not exhaustive with their end point (so that the whole temporal stretch of the change can be used
to go through the relevant intermediate categories; think for example of the accomplishment of drawing
a circle from scratch). But a few accomplishments (such as the change from red to orange, see Zardini
[2016g]) are such that there is no intermediate category between their start point and their end point, and
it is precisely such accomplishments that involve seamless change.

53Throughout, I occasionally use hyphenated open sentences to denote properties and relations.
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higher-order vagueness, that these three kinds of times are exhaustive on the relevant
domain. Assuming very plausibly that rejection of either conjunct requires rejection of
a conjunction, this commits one to rejecting every instance of ‘The iron bar is red at
t but not red at t + §’. Interestingly, the converse entailment (from rejection of every
instance of ‘The iron bar is red at t but not red at ¢t + 0’ to rejection of the law of
excluded middle) does not hold, as is witnessed by standard supervaluationist approaches
(see e.g. Fine [1975]). Indeed, the target of the following four points is the more general
position consisting in rejection of every instance of ‘The iron bar is red at ¢ but not red
at t + ¢ and non-acceptance of (N").

Arguably, rejection of every instance of ‘The iron bar is red at ¢ but not red at ¢ + ¢’
is not sufficient to capture the intuition of seamless change. To begin with, the rejection
may be all fine as far as it goes, but in itself it does not offer any description of how the
change occurs. It is not an account of seamless change weaker than and alternative to the
one provided by (N"4), for it is no account in the first place—it is merely the rejection of
one account.?*%°

More specifically, the intuition in question is, to repeat, that the change takes time,
and so that it is not located in any considerably smaller subinterval of the whole temporal
stretch of the change, which requires, as it were, a “positive” lack of change at any such
subinterval: of any such subinterval, it is not just rejected that the change occurs in it—it
is positively accepted that it is not the case that the change occurs in it. It is positively
accepted that the change is, say, a matter of minutes rather than instants. But such
“positive” lack of change of the iron bar between ¢ and ¢t + § requires that it be not the
case that the iron bar is red at ¢ but not red at ¢ + 4.

That simple rejection of every instance of ‘The iron bar is red at ¢ but not red at ¢t + ¢’
is not sufficient to capture the intuition of seamless change can also be seen by reflecting
on the fact that it is not sufficient to rule out every unwanted sudden jump of some sort.
For simple rejection that the iron bar is red at ¢t but not red at t 4+ ¢ is consistent with
e.g. acceptance that the iron bar is red at ¢ but borderline red at ¢t + 9, where ‘borderline’
can be understood in such a way as to make ‘@ and it is borderline that ¢’ inconsistent,
and so in such a way as to make a process in which a red object becomes borderline red
enough of a change.%

By accepting every instance of ‘It is not the case that [the iron bar is definitely red at ¢ but definitely
not red at t+0]’, we at least get an account of something (at least provided that we know what definiteness
is supposed to be so that definite red does not boil down to red). But that something is the esoteric
seamless change from definite red to definite non-red, not the exoteric seamless change from red to
non-red.

55Qbviously, that is a problem affecting any attempt at putting forth a view by basically just rejecting
a certain thesis (and, obviously, the problem is not adequately solved by additionally accepting the
psychological claim that one rejects the thesis or the normative claim that one should reject the thesis).
In some cases, the attempt is at least in some respects ameliorated by grounding the rejection in question
in the acceptance of some claim involving e.g. determinacy, but fn 54 indicates that no such amelioration
is possible in the case of seamless change.

560ne could predictably try to rule out also that jump by adding rejection that the iron bar is red at
t but borderline red at ¢ + 6. However, such move obviously only invites a second-order analogue of the
point in the text to the effect that such rejection is consistent with acceptance that the iron bar is red at
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Taking now into consideration also other typical commitments of this scheme, on it,
the quantified claim ‘For every t, it is not the case that the iron bar is red at ¢ but not red
at t4 0’ is inconsistent with other uncontroversial assumptions, and so should be rejected,
which would seem to leave very little room for manoeuvre for preserving the intuition of
seamless change. Intuitively, it’s not that we want to reject both that the change occurs
instantaneously and that it doesn’t (as, for a borderline case of ‘red’, we might want to
reject both that it is red and that it isn’t), for, intuitively, it’s not that it’s indeterminate
whether the change occurs instantaneously—intuitively, since it’s seamless, it definitely
doesn’t. An analogous consideration concerns the fact that, on any way of implementing
this scheme I know of, for some instance of ‘The iron bar is red at ¢ but not red at ¢t + ¢,
rejection of it will require rejection of its negation as well.>”

The main thrust of the foregoing considerations is that we think of some processes
as crucially taking time—milk doesn’t go off in a nanosecond, Sampras didn’t become
a great tennis player in a nanosecond, I haven’t learnt English in a nanosecond—and,
surprisingly enough, nothing less than the truth of the relevant instances of (N) would
seem able to entitle us to this very natural conception. Arguably, the conception is meant
to be expressed in some uses of the phrase ‘seamless change’. It is essential to stress that
not every use of this phrase can be made sense of as simply saying that the object in
question is changing continuously along a certain dimension, exactly because some such
use is meant to convey the negation of sudden jumps in the exemplification of a property,
jumps that are not ruled out by a simple continuous change along a certain dimension.
For example, an object could be continuously increasing in temperature: this does not
rule out jumps in the exemplification of the relevant heat-related properties, such as the
property of being at most 20°C hot. The simple continuity of the function that in this
case takes a time to the most specific heat-related property exemplified at it does not
ensure any seamlessness in the sense under discussion. Nor is it required by it, since
seamless changes are typically still seamless when seen on film.

The apparatus of exemplifying a property to a certain degree could naturally be
thought to capture this stronger sense of ‘seamless change’. Unfortunately, no satis-
factory answer has ever been provided to the question concerning the relation between
exemplifying a property simpliciter (which is what this discussion is really about) and

t but borderline borderline red at ¢t + §. One could then predictably try to go through an infinite series
of related rejections. However, in themselves, such rejections are not sufficient to rule out that there is
an unwanted jump of some sort (whereas they are sufficient, for every unwanted jump of some sort, to
rule out that jump), and, if one tried to overcome this difficulty by pooling them together in the single
rejection that the iron bar is red at ¢ but falls in some sense short of being red at ¢t +§, one would commit
to [accepting ‘The iron bar is red at ¢ + ¢’ if one accepts ‘The iron bar is red at ¢’], thereby making
resistance to (N"°%) futile (see Zardini [2014b] for broadly related considerations in a different context).
5"The proverbial “alert reader” will have realised that relatives of all these four points apply to the
adoption of this rejection-based approach in relation e.g. to the issues considered in subsection 2.1, where
my argumentation only appealed to a relative of the last point. I present the whole battery of points
here as I think that they are even more intuitive when applied to the phenomenon of seamless change.
Indeed, one might argue (though I will not attempt to do this here) that this particular phenomenon is
somehow a paradigm for our general conception of tolerance, just as a venerable tradition has it that the
phenomenon of continuous change is somehow a paradigm for our general conception of continuity.
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exemplifying it to a certain degree (which is what the apparatus is really about). On the
one hand, to say that an object exemplifies a property p simpliciter iff it exemplifies p at
least to degree d makes no sense of seamless change, since the change from possession of p
to lack of p will then be as instantaneous as the change from exemplifying p to degree ¢ to
not doing so. On the other hand, to say that an object exemplifies a property p simpliciter
iff it exemplifies p at least to a high degree simply shifts the problem of explaining the
seamlessness of the change from possession of p to lack of p to the problem of explaining
the seamlessness of the change from possession of the newly introduced property of [ex-
emplifying p at least to a high degree| to lack of this latter property. Nothing has been
gained. Even worse, the very same notion of exemplifying a property p to a certain degree
has usually been explained in such a way as to be reduced to exemplifying simpliciter the
property of having a certain value along a certain dimension of comparison relevant for p.
This reduction entails that the change from exemplifying p to a certain degree to exempli-
fying it to a different degree, while possibly continuous, has no more to do with seamless
change than the change of value along the relevant dimension of comparison has. Since,
as we have seen in the last paragraph, the latter is not by itself particularly conducive to
seamlessness, it is hard to see how the former could be so.

Those who reject (N) may still hope to make sense of the idea that at least the
preparation for a change—if not the change itself—takes time. However, it is rather
unclear what this idea consists in and how it is supposed to relate to the phenomenon of
seamless change. For one thing, a seamless change doesn’t feel at all like a long crescendo
climaxing with the real change (it doesn’t feel at all as though there were more change
at the end). Should it be added that seamless change includes not only the antecedent
preparation for the change, but also the subsequent accommodation of the change, it will
suffice to observe that nor does a seamless change feel at all like a long crescendo climaxing
with the real change and followed by a long decrescendo (it doesn’t feel at all as though
there were more change in the middle).

Moreover, even though, once existing, the process in which the preparation consists
is allowed to stretch through time, it must be kept in mind that the property that is
eventually going to be lost in the change is still present throughout the preparation for
the change and that all the events participating in the preparation also consist in sudden
gumps. Such a preparation does no better in suggesting a seamless change than the uneven
journey of an old-fashioned minute hand from 1.00 pm to 1.29 pm does in suggesting a
seamless change from the minute hand’s not indicating 1.30 pm to its doing so.

Furthermore, from the perspective of a rejection of (N), the preparation for a change,
as a kind of process, cannot come more seamlessly into existence than the change itself
can. Still, it would seem that the preparation itself, if there is indeed such a thing, might
seamlessly come into existence (as in the example of the iron bar’s changing from red to
orange), and the postulation, required by the current strategy, of another preparation for
the original preparation’s coming into existence looks dubious.

Finally, while the idea of a preparation for a change makes intuitive sense in the case
e.g. of the change consisting in the destruction of Carthage (think of the process of de-
stroying houses, burning ships, deporting people etc.), such idea would seem inapplicable
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to at least some other cases of seamless change. To return to our original example, there
would not seem to be any similar preparation in the iron bar’s changing from red to
orange—no set of events that jointly constitute the change even though each of them is in
itself insufficient to do so.

The same conclusions about seamless change can be reached by approaching the phe-
nomenon from a different perspective. It is uncontroversial that we do not perceive®® the
sharp boundaries required by what (N) negates. Of course, it is not in general the case
that one’s not perceiving that P entails one’s perceiving that it is not the case that P.
For example, being away from home, I may not perceive that my dog is at home without
thereby perceiving that he is not. Yet, a case can be made that, in the case of our per-
ception of the sharp boundaries required by what (N) negates, the situation is at least
sometimes underdescribed by simply saying that we do not perceive sharp boundaries (I
thus disagree with Wright [2007], p. 440, who thinks that this is all that is warranted
by the phenomenology). For, at least in some cases, for every pair of neighbouring ob-
jects, we do perceive that the boundary of the exemplification of a property does not fall
between them.

For example, in a well-executed slow diminuendo from forte to piano, we can perceive,
of any two neighbouring enough moments, that the boundary between the orchestra’s
playing forte and its not doing so does not fall between them. That one can perceive
this over and above one’s not perceiving that the boundary falls between them seems to
be what warrants a favourable aesthetic judgement in the first place. For one would not
usually think of one’s evidence for such judgement to be, peculiarly enough (as opposed
to many other very similar aesthetic judgements, like the judgement that the winds are
playing too loud), distinctively second-order about one’s lack of certain perceptions, which
is all the relevant evidence that would be afforded were it the case that a sharp boundary
is only not perceived to exist rather than also perceived not to exist. And one would not
usually think that the orchestra played simply deftly enough to make it the case that one
did not perceive a boundary where, for all one could perceive, there might well have been
one—rather, the aesthetic judgement is issued only because one would think that the
orchestra played deftly enough not to make at any time a sudden jump from its playing
forte to its not doing so.

Of course, one can accept all these points about the correct description of our phe-
nomenology and still reject (N), on the grounds that our ezperience systematically deceives
us in this regard. On this view, our experience of seamless change would be similar to our
experience of geometrically impossible situations (as nicely exemplified e.g. in the works
of Escher): even though both real qua experiences, what they represent is something that
cannot be the case. Such move depends on the availability of independent grounds for
thinking that what is represented is impossible (which do indeed exist in the case of ex-
periences of geometrically impossible situations). I doubt that such grounds exist in the
case of seamless change (I suppose that the Sorites paradox would be the most plausible
candidate, but, as [ have said in section 1, I think that a plausible weakening of the logic

58Here, I use ‘perceive’ and its like in a non-factive sense, understanding it as synonymous with lengthier
constructions such as ‘it looks to one as though’.
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exists which makes (N) consistent). In any event, recall that the aim of this paper is not
so much that of establishing (N) beyond any reasonable doubt, but to expose the unpalat-
able commitments incurred by rejecting it—in this case, the unpalatable commitment to
a new aspect of systematic illusion in the way we experience the world.

3.2 Appearances

In this final subsection, I wish to trace a fairly specific and unusual argumentative path
through the unwieldy jungle of questions concerning phenomenal entities (some of the
main works relevant to the issues I will touch on are Goodman [1951]; Armstrong [1968];
Jackson and Pinkerton [1973]; Dummett [1975]; Wright [1975]; Wright [1987]; Peacocke
[1981]; Linsky [1984]; Travis [1985]; Hardin [1988]; Williamson [1990]; Raffman [2000];
Fara [2001]). I will employ the notion of phenomenal identity of x and y with respect
to a certain feature f (the idea that x and y appear to be the same specific way with
respect to f, no matter whether this is believed or not, see Chisholm [1957], pp. 43-53).
I will first defend the claim that apparent (i.e. phenomenal) identity requires identity of
appearances. [ will then contend that apparent identity is preserved across minute enough
differences in what determines the relevant feature.’® I will finally show how these two
claims in turn entail certain instances of (N), or something close enough.

Consider the appearance abstraction principle (see Zardini [2016b] for a logical treat-
ment of abstraction principles affected by vagueness):

(APP) For every subject s, time ¢, feature f and all objects z, y, the appearances of z’s
and y’s f for s at t are identical iff [z and y would appear to s at ¢ to be the same
specific way with respect to f if presented to s at t].

Before proceeding with my argument, some remarks on (APP) are in order. Firstly, while
the occurrence of ‘identical’ on the left-hand side of (APP) denotes numerical identity
(among certain exotic objects, appearances), the occurrence of ‘same’ on their right-
hand side denotes qualitative identity (among common-or-garden objects, percepts).®
Secondly, the appearances referred to on the left-hand side are relativised to whichever
feature (colour, shape, sound etc.) is referred to on the right-hand side. Thirdly, the
counterfactuality of the right-hand side is needed in order to be able to determine appear-
ances to s at t also for objects that are not perceived by s at t. Fourthly, hereafter I will
mostly leave implicit the antecedent of the relevant counterfactual conditional (leaving
only the modal ‘would’ to indicate the intended counterfactuality) and the relativisation

to subject, time and feature. Fifthly, I will assume as unproblematic the left-to-right
direction of (APP).

591 understand such differences as being so minute as possibly not to reflect in any difference in the
relevant feature itself: for example, I understand a minute enough difference in what determines colour
as consisting in a picometrical difference of reflected wavelength.

60T will remain neutral here as to whether qualitative identity can itself be reduced to numerical identity
(e.g. between properties).
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I now turn to the first step of the argument, arguing in favour of the right-to-left
direction of (APP). In addition to its extreme intuitive plausibility, this direction would
seem essential in fixing the right identity conditions for appearances. For what explains
the fact that two objects would appear to be the same specific way? It cannot be the fact
that their appearances are merely similar, because appearances are often similar without
determining that the objects they are appearances of would appear to be the same specific
way (for example, the appearance of the shape of a collection of 5 grains is very similar
to, but not identical with, the appearance of the shape of a collection of 6 grains, but a
collection of 5 grains would appear to be of a different shape than a collection of 6 grains).
Moreover, even if mere similarity in appearances between two objects could sometimes
negatively determine that it is not the case that one would appear to be not the same
specific way as the other, it is hard to see how it could positively determine that one
would appear to be the same specific way as the other.! It is hard to see, more generally,
how any fact falling short of a (numerical) identity could determine that an object would
appear to be the same specific way as another object.? But, certainly, appearances are
the kind of objects related by such identities if anything is.%3

Indeed, not only does identity of appearances explain what would otherwise seem
a (theoretically highly undesirable) primitive appearing of a (qualitative) identity, thus
constituting the ultimate explanatory basis of the explananda with respect to which ap-
pearings of (qualitative) identities are usually appealed to—it is also required for some
explanatory work that cannot be carried out by any appearing of a (qualitative) iden-
tity. For example, the dog may react in the same specific way upon numerically different,
temporally remote but qualitatively very similar calls of his master. There is no rele-

61 Again, elaborating on a point already made in subsection 3.1, it is not in general true that its being
the case that  would not appear to be not the same specific way as y entails its being the case that x
would appear to be the same specific way as y—for example, it is not the case that an atom of hydrogen
would appear to me now to be of a different shape than an atom of oxygen although it is also not the
case that it would appear to me now to be the same shape as an atom of oxygen.

62] should stress that the principle appealed to in the text, while very attractive for appearings, is
doubtlessly rather improbable for other mental states such as believings: it is not at all hard to see how
some fact falling short of an identity could determine that an object would be believed to be the same
specific way as another one.

63 A natural worry against the right-to-left direction of (APP) is that, for example, in a series from red
to orange fine-grained enough so that each pair of neighbouring objects would appear to be the same
specific way, there is going to be a first object y such that y and the first object z of the series would not
appear to be the same specific way. By construction of y, the predecessor x of y is such that it and z
would appear to be the same specific way, and it would seem in the spirit of the considerations in the text
to assume that such difference between x and y should be explained by a difference in their appearances,
despite the fact that, by assumption, x and y would appear to be the same specific way. However, it
arguably has to be vague which objects in the series are such that they and z would appear to be the
same specific way, and, from the point of view of the naive theory of vagueness and of every other theory
of vagueness that rejects sharp boundaries, that entails that the worry crucially relies on the untenable
assumption that there is a first object such that it and z would not appear to be the same specific way.
(In contrast, the concept of belief might be precise enough so that there is a first object such that it and
z would not be believed to be the same specific way (at worst, the subject can be forced to believe in
such a precise way as to make that assumption true). But it is rather improbable to assume that the
resulting difference should be explained by a difference in appearances (see fn 62).)
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vant connection between the two phenomenological states the dog undergoes, let alone
a phenomenological state in which it appears to the dog that one object (the first call)
sounds the same specific way as another (the second call)—that is, a phenomenological
state that would constitute an appearing of a (qualitative) identity. Only the simple,
unapparent identity of the appearances of the sounds of the two calls is there to explain
the identity of the specific reactions of the dog (an analogous example can be given for
the inter-subjective rather than inter-temporal case).®* But, once identity of appearances
is admitted in order to explain such inter-temporal and inter-subjective cases, it would
become arbitrary not to admit it in order to explain the case where, for some s and ¢, two
objects would appear to s at ¢ to be the same specific way if presented to s at t.

The next step of the argument targets the conclusion that, under epistemically normal
conditions,® given only minute enough differences between = and y in what determines
the relevant feature,%¢ an apparent (qualitative) identity between x and y would hold. In
addition to its extreme phenomenological compellingness, this conclusion follows from a
minimal connection between the epistemic notion of justifiedly believing and the phenom-
enal notion of appearing. Observe that it should be uncontroversial that, under epistem-
ically normal conditions, minutely enough differing objects presented pairwise would be
gustifiedly believed to be the same specific way, in the sense that the belief that they are
the same specific way would be positively supported by the available evidence concerning
how they appear. To wit, it is not just that the evidence is merely consistent with the
objects’ being the same specific way—rather, the evidence also points to the objects’ being
the same specific way, in the sense of favouring the hypothesis that the objects are the
same specific way over its negation.

However, if so much is granted, to reject that, under epistemically normal conditions,
minutely enough differing objects presented pairwise would appear to be the same specific
way would commit one to maintaining that, under epistemically normal conditions, there
could be a case of minutely enough differing objects presented pairwise where it is accepted
that they are justifiedly believed, on the basis of how they appear, to be the same specific
way despite its being rejected that they appear to be so! What could the basis of this
justification be, if it is to concern how the objects appear but fall short of being the
appearing of a (qualitative) identity? How could the appearing of something less than a
(qualitative) identity be the basis for a justified belief that the objects are nothing less
than qualitatively identical?%” It would rather seem that nothing less than the appearing
of a (qualitative) identity could be an appearing that favours the hypothesis that the
objects are the same specific way over its negation, and thus justifies the belief that they

640f course, in such cases the identity of the relevant appearances is not implied by anything like (APP),
which only concerns identity of appearances to the same subject at the same time. I believe that this
shows that, important as they are, abstraction principles like (APP) do not exhaust our understanding
of appearances.

65Recall fn 41 and notice that this qualification gets around the difficulties raised by Fara [2001],
pp. 916-920.

66Relativisation to the relevant feature will often be left implicit in the following.

67Compare: how could the appearing of an object’s being orange be the basis for a justified belief that
the object is red?
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are so. Hence, the uncontroversial fact that, under epistemically normal conditions, if x
and y differ minutely enough, the belief that x and y are the same specific way would
be justified would seem to imply that, under epistemically normal conditions, if x and y
differ minutely enough, = would appear to be the same specific way as y.

Now, drawing the previous two threads together, suppose for concreteness that, under
epistemically normal conditions, x and y differ minutely enough in what determines colour.
Then, as I have contended in the second step of the argument, = would appear to be the
same colour as y, and so, by the right-to-left direction of (APP) I have defended in the first
step of the argument, the appearance of the colour of x is identical with the appearance
of the colour of y. Therefore, under epistemically normal conditions, if x and y differ
minutely enough in what determines colour, the appearance of the colour of x is identical
with the appearance of the colour of y—that is, for every subject s and time ¢ constituting
an epistemically normal condition, if z and y differ minutely enough in what determines
colour, the appearance of the colour of = for s at t is identical with the appearance of the
colour of y for s at t. Moreover, given what epistemically normal conditions are, in this
conclusion ‘x’ and ‘y’ can range over all the elements of the relevant series, which could go
for example from a clear case of red to a clear case of orange (notice that this argument
nowhere appeals to closure of appearing under logical consequence, and so does not fall
prey to the objections levelled by Williamson [1994], pp. 180-184).8

Strictly speaking, this conclusion does not yet vindicate (N). It would do so if we could
infer ‘If x and y differ minutely enough in what determines colour and the appearance of
the colour of x is identical with a, the appearance of the colour of y is identical with a’
from ‘If x and y differ minutely enough in what determines colour, the appearance of the
colour of x is identical with the appearance of the colour of y’, where the former is in effect
(very plausibly) logically equivalent with (N fdentical with @) = The crucial inference that is
needed is a variation of the principle of transitivity of identity, which, while arguably
valid, is invalid in many logics for vagueness (however, unsurprisingly, it is valid in the
main logics proposed in Zardini [2016b]). Be that as it may, even if it should implausibly
fall short of entailing (N tdentical with a) " the conclusion is certainly in keeping with the
spirit of the naive theory of vagueness, since it anyways establishes that appearances do
not discriminate between objects that differ minutely enough.

4 Conclusion

The foregoing arguments lend a very high plausibility to many instances of (N). In particu-
lar, they do so by showing the high value of predicates satisfying (N) in our thought about,

%8Since the converse of this conclusion (namely, that, under epistemically normal conditions, if the
appearance of the colour of z is identical with the appearance of the colour of y, x and y differ minutely
enough in what determines colour (if they differ at all)) should be uncontroversial and since identity is
arguably transitive, this implies, under some natural assumptions, that x-differs-minutely-enough-from-y
is after all transitive. That would seem plausible given the vagueness of this relation (it would not of
course be plausible for a relation that specifies precisely the amount of difference tolerated). In Zardini
[2016Db], T show how this much transitivity can crucially still fall short of underwriting paradox.
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experience of and interaction with the world. According to the naive theory of vagueness,
satisfaction of (N) is, roughly, what the nature of the vagueness of a predicate is, and so,
according to the naive theory, the high value so achieved—mnamely, the possibility of such
thoughts, experiences and interactions—is what the point of vague predicates is. We have
been exploring in some detail some of the different grounds of this value (the need for
classifications that are interesting, flexible and easy; the existence of experiences of slow
changes and matching appearances)—these are then what, according to the naive theory,
the sources of vagueness are. These sources, we have seen, are rooted in fundamental facts
about our cognition and agency in the world (like the coarseness of our discriminations
and the need of success despite the limitations on our circumstances), which would seem
to underlie a general human hubris of (often) treating something (small) as nothing. The
foregoing arguments thus lend a very high plausibility to the naive theory itself. By ac-
cepting (N), it is the only theory that, anchoring vagueness in those fundamental facts,
gives it depth instead of reducing it in the end—as it happens in all the other theories—to
a rather uninteresting nuisance deriving in some way or other from our (or reality’s) fail-
ure to establish sharp boundaries for our predicates. While on these theories vagueness
arises because there is no point in having sharp boundaries, on the naive theory it arises
because there is a point (indeed, many) in not having any.
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